1. Given the scalar function

f(@) = [|Az — b|l3,
with A € RV(N < n),b e RN, and # = [z, @3 --- @] ,
(a) prove that

d

%f(sc) =2ATAx — 24T}
(b) Prove that a solution to the minimization problem

min f(z) (1)
satisfies the linear set of equations (which are called the normal equations)
AT Az = AT (2)

(c) When is the solution to (1) unique?
(d) Let Q € RV*Y be an orthogonal matrix, that is , QTQ = QQT = Iy. Show that

[Az = bllz = Q" (Az — b)|l3.
(e) Assume that the matrix A has full column rank, and that its QR factorization is
given by
)
Show, without using (2), that the solution to (1) is
z=R"b, (3)
where b; € R" come from the partitioning
=],
with by € RV=". Show also that
min || Az — b2 = [loa2

(f) Assume that the matrix A has full column rank and that its SVD is given by

A=UXVT with
(o] 0 0
Y 0 o 0
o) |
0 0 o,



Show, without using (2), that the solution to (1) is

n

ul'b
T = Z U, (4)

i=1 ¢

where u; and v; represent the ith column vector of the matrix U and the matrix
V', respectively. Show also that

N

min Az — |3 = > (ufb)*.

i=n-+1

(g) Show that, if A has full column rank, the solutions (3) and (4) are equivalent to
the solution obtained by solving (2).

2. Compute the inverse DTFT of

(a) X (eT) :j%é <w~|— 3) —j%é (w - %) , a € R

T
(b) X(eT) = %5 (w—l—%) +%5 <w— %) a €R.

3. Prove the Parseval’s theorem

> T [T y
ol = 3l =5 [T PP

e b

k=—o0



